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The emergence of mutations in the spread of the
coronavirus (SARS-CoV-2) is a natural process.

Mutations can develop during the process of copying
the genetic make-up, when a cell splits. The more

copies of a cell are made, the higher the likelihood that
mutations will come into existence. In the case of the

coronavirus, a much more infectious type (B.1.1.7) has
been recorded in the United Kingdom (UK) since

September 2020, and this virus variant is increasingly
spreading in Germany. Scientists worry that this

mutation is not only significantly more infectious, but
can also cause more severe cases of illness. Most

recently, B.1.617.2 (Delta) has been found in almost
100 percent of the new confirmed coronavirus (COVID-
19) cases in Germany, which illustrates the rapid spread

of this mutation.

Corpus containing text documents

Virus mutation
is a normal

process

B.1.617.2 is a
synonym for

Delta mutation
of the

coronavirus

B.1.1.7 is a
mutation of the

coronavirus

interim name
2019-nCoV

Date of first
identified case
of SARS-CoV-
2: December

2019

Omikron
replaces Delta

as global
dominant

corona variant 

subjective content descriptions
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• Goal:	Add	new	documents	to	IR	corpus	with	
an	initial	set	of	SCDs	already	associated	with	
documents	in	the	corpus
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• estimates	relevance	of	 	w.r.t.	d	by	
document	 :		

Mean	topic	similarity	of	related	
documents	containing	SCD	 		
Mean	SCD	similarity	to	related	
documents	containing	SCD		 		
Number	of	related	documents	in	
which	SCD		 	occurs	

/;9/3#/1–./,/$053/(#, 1%)
#

1%

#

#

#

	-	related	
documents
1%

Topic	similarity		
SCD	similarity	
Frequency

average	expected	relevance	value	of	SCDs	in	
-related	documents

-/05–/;9/3#/1–./,/$053/(1%) 

1% 
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• Add	SCD	 	to	 	if# 1%

/;9/3#/1–./,/$053/(#,  1%) > -/05–/;9/3#/1–./,/$053/(1%)

• Iterative	enrichment	process	
Related	documents	changes	with	enriched	SCDs

• Terminating	enrichment	process	
Value	of	SCD	similarity	of	 to	related	documents	
increases	in	a	negligible	way

1% 

	-	related	
documents
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